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Summary

The reliability of 'H chemical shift calculations for DNA is assessed by comparing the experimentally
and calculated chemical shifts of a reasonably large number of independently determined DNA struc-
tures. The calculated chemical shifts are based on semiempirical relations derived by Giessner-Prettre
and Pullman [(1987) Q. Rev. Biophys., 20, 113-172]. The standard deviation between calculated and
observed chemical shifts is found to be quite small, i.e. 0.17 ppm. This high accuracy, which is achieved
without parameter adjustment, makes it possible to analyze the structural dependencies of chemical
shifts in a reliable fashion. The conformation-dependent 'H chemical shift is mainly determined by the
ring current effect and the local magnetic anisotropy, while the third possible effect, that of the electric
field, is surprisingly small. It was further found that for a double helical environment, the chemical shift
of the sugar protons, H2' to H5", is mainly affected by the ring current and magnetic anisotropy of their
own base. Consequently, the chemical shift of these sugar protons is determined by two factors, namely
the type of base to which the sugar ring is attached, C, T, A, or G, and secondly by the X-angle. In
particular, the H2' shift varies strongly with the x-angle, and strong upfield H2' shifts directly indicate
that the x-angle is in the syn domain. The H1' shift is not only strongly affected by its own base, but
also by its 3'-neighboring base. On the other hand, base protons, in particular H5 of cytosine and methyl
protons of thymine, are affected mainly by the 5'-neighboring bases, although some effect (0.2 ppm)
stems from the 3'-neighboring base. The H2 protons are mainly affected by the 3'-neighboring base. As
a result of these findings a simple scheme is proposed for sequential assignment of resonances from B-
helices based on chemical shifts.

Introduction

The success of NMR spectroscopy as an analytical
method in chemistry and biochemistry is based on the
spectral dispersion of the resonance positions, the chemi-
cal shifts, of the individual nuclei. It has long been recog-
nized that the chemical shift values depend on the elec-
tron densities around the nuclei, which can in subtle, but
well measurable, ways be influenced by the nuclear sur-
roundings and therefore may contain important structural
information. Application of the chemical shift as a tool to
derive three-dimensional characteristics of molecules has
been attempted in the past, but has been overtaken by the

*To whom correspondence should be addressed.

use of J-couplings and NOE effects. Recently, however,
a renewed interest in the chemical shift as a structural
tool has emerged (see for recent reviews, e.g. Case et al.,
1994; Wishart and Sykes, 1994; Szilagyi, 1996). For a
large number of proteins the NMR spectra have been
interpreted in detail, providing a large database of 'H,
BC, and N chemical shifts. In addition, for a number of
these proteins the solution structure has been determined
with high accuracy from NOEs and J-couplings, and for
some also X-ray structures are available. Combination of
these data has paved the way for a reliable interpretation
of the chemical shift in terms of structural parameters,
either through a set of purely empirical rules or based on
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physical parameters. The latter can be derived via ab
initio quantum mechanical or semiempirical calculations.
As a result, so-called chemical shift indexes have become
available which can be used as secondary structure ident-
ifiers in protein structure determination (Wishart and
Sykes, 1994). Furthermore, for 'H nuclei the reliability of
the chemical shift calculations has been investigated and
the main parametric dependencies have been established
(Osapay and Case, 1991,1994; Asakura et al., 1992,1995;
Williamson and Asakura, 1993; Case et al., 1994; Wil-
liamson et al., 1995). For "*C nuclei new and more exten-
sive quantum mechanical calculations have shown that
their chemical shift can be derived in a reliable fashion
(de Dios et al., 1993; Laws et al., 1993; Oldfield, 1995).
For "N chemical shifts similar attempts have also been
made (Le and Oldfield, 1994). Finally, the first refine-
ments of NMR protein structures against chemical shifts
have been performed based on 'H and/or "*C chemical
shifts (Osapay et al., 1994; Celda et al., 1995; Kuszewski
et al., 1995a,b).

In the meantime a number of nucleic acid NMR struc-
tures have been published, which makes it worthwhile to
consider a similar approach for this class of molecules.
Attempts to use "*C-shifts to determine the glycosidic
torsion angle have already yielded promising results
(Ghose et al., 1994; Greene et al., 1995). Here, we con-
centrate on the use of 'H chemical shifts. The reliability
of 'H chemical shift calculations is assessed by comparing
the experimentally and calculated chemical shifts for a
number of independently determined structures. The
calculated chemical shifts are based on semiempirical
relations derived by Giessner-Prettre and Pullman (1987).
We find that the standard deviation between calculated
and observed chemical shifts is quite small, i.e. 0.17 ppm.
This high precision is achieved without adjusting parame-
ters. This result allows a reliable analysis of the structural
dependencies of chemical shifts. We find for a double
helical environment the following. The position of the
sugar proton resonances from H2' to H5" is mainly af-
fected by the ring current and magnetic anisotropy of the
base attached to this sugar. Consequently, the chemical
shift of these sugar protons is determined by two factors,
namely the type of base to which the sugar ring is at-
tached, C, T, A, or G, and secondly, by the x-angle. In
particular, the chemical shifts of the H2' protons vary
strongly with the X-angle. Sequential effects are, in addi-
tion, only significant for the H1' sugar protons and stem
mainly from the 3' neighboring base. Resonance positions
of the base protons, in particular H5 of cytosine and the
methyl of thymine are, on the other hand, affected mainly
by the 5'-neighboring bases, although the 3'-neighboring
base makes a contribution up to 0.2 ppm. The H2 shifts
are mainly affected by the 3'-neighboring base. As a result
of these findings we propose a simple scheme for sequen-
tial assignment of resonances based on chemical shifts.

Methods

The chemical shift of spin 1 in a molecule C depends
on the electron density distribution around the nucleus.
The electron density and the corresponding chemical shift
could be obtained, in principle, by ab initio quantum
mechanical calculations. However, such calculations have
been prohibitively computer intensive, although recent
progress in quantum mechanical computational proce-
dures and computer hardware has made it possible to
perform such calculations for molecular fragments large
enough to reflect the essential features of the local envi-
ronment (de Dios et al., 1993; Laws et al., 1993; Oldfield,
1995). For chemical shift calculations it is thus opera-
tionally expedient to divide a molecule into a number of
fragments, i.e. into a fragment A, where the nucleus of
interest resides, and which has a conformation defined
with respect to a reference conformation, and a number,
N, of fragments B interacting with A. The calculated shift
contributions can then be divided into two categories,
namely a conformation-independent part, 0,,,, and a
conformation-dependent part, 0., respectively. The
former represents the chemical shift of nucleus 1 in frag-
ment A in its reference state and in the absence of other
fragments. The latter represents the chemical shift changes
of nucleus 1 with respect to the reference state. These shift
changes can result (i) from changes in the local environ-
ment, 0,5, that is, changes in fragment A with respect to
its reference state, e.g. changes in torsion angle, bond
length, bond angle etc.; or (ii) from changes in the inter-
action of nucleus 1 in A with the other molecular frag-
ments By, §; 5. For 'H nuclei the conformational chemical
shift of nucleus 1 in A does not depend strongly on the
torsion angle changes in A, and the conformation-depen-
dent shift can conveniently be attributed to interactions
with other molecular fragments. As a result, d,,,;, of the
"H nuclei in, for example, the sugar moieties of nucleic
acids can be appropriately be defined as belonging to the
individual C-H fragments. In contrast, for heteronuclei
the chemical shift of a particular nucleus, 1, may be quite
strongly affected by torsion angle changes around this
nucleus (see e.g. Szilagyi, 1996). For instance, for d,,;, of
a "C nucleus in ribofuranose it would be operationally
more convenient to use as a reference state the S-
puckered conformation of the sugar. The chemical shift,
9, of the resonance of nuclear spin 1 in molecule C can
then formally be written as

N
O = O inuin * Orcont = Opinerin + Opjea + z 61,j,B D

=l

The conformation-dependent terms & that result from
interactions with other fragments can each be divided into
a number of distinct contributions, &, J,,,, O, and d.r, sO
that
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=

Together, 8, and §,, form the chemical shift variations
resulting from magnetic anisotropy effects, with §, being
the chemical shift from ring current effects produced by
aromatic rings, and 8,, the chemical shift due to local
magnetic anisotropy effects from, for example, an asym-
metric electron distribution on atom B interacting with
nucleus 1 of A. Analytical expressions containing adjust-
able parameters have been derived for the two magnetic
anisotropy terms (they are discussed in more detail be-
low). The parameters in the analytical expressions for 8,
and §,, have been derived either from experimental shift
data (e.g., Williamson and Asakura, 1993) or from fitting
to quantum mechanically calculated isoshielding curves
(Giessner-Prettre and Pullman, 1987). Note that the ab
initio calculations do not allow separation of the two
magnetic anisotropy terms, 6, and 0, i.e. the quantum
mechanically calculated isoshielding curves reflect the sum
of the two terms &, and d,, (Giessner-Prettre and Pull-
man, 1987). The analytical expressions for the ring cur-
rent and magnetic anisotropy terms describe with good
precision the isoshielding curves calculated from ab initio
quantum mechanical calculations. They differ on average
by not more than 0.07 ppm and at most 0.2 ppm (Giess-
ner-Prettre and Pullman, 1987); the largest differences are
found for the imino protons of guanine and the H2 pro-
tons of adenine. The polarization term, &, is the chemical
shift change resulting from polarization, by an electric
field, of the electron density along the chemical bond
extending from atom 1. It can also be described by a
simple analytical expression, the parameters being deter-
mined from comparison with experimental data (see be-
low). The charge transfer term, &, has been introduced
by Giessner-Prettre and Pullman (1987) to account for the
effect of transfer of electron density on hydrogen bond-
ing. The charge transfer term, Oy, is of relevance only
when atom 1 is involved in hydrogen bonding.

In the chemical shift calculations the following con-
siderations have been taken into account. Since only
shifts are considered of non-exchangeable protons, i.e.
protons not involved in hydrogen bonding, we have taken
the terms 9§, and d. to be zero. For §, and d,,, we have
used, without adjustment, the ring and local magnetic
anisotropy parameters derived by Giessner-Prettre and
Pullman (1987). For . the parameter values derived by
Buckingham (1960) were used. For each proton, the cal-
culated chemical shift is obtained by summing &, over
all surrounding rings, magnetically anisotropic groups,
and all charges in the molecule. In case nucleus I concerns
a base proton, the effect of the attached base is excluded.
Furthermore, we did not include possible magnetic aniso-
tropy terms resulting from the sugar ring atoms or from
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the phosphate backbone, since their effect has been shown
by Giessner-Prettre and Pullman (1987) to be small. Fi-
nally, we note that the value of the term &, is not a
priori known. It can be determined from experimental
chemical shift data, as described below.

The best way to establish whether the calculated chem-
ical shift value of a nucleus I, §, is correct, is by compar-
ing it with the corresponding observed experimental chem-
ical shift value, 6cxp, of molecules of known conformation.
A direct comparison is not possible, because the term
O,uin 18 not known. However, since 9,,,;, is conformation
independent, it is possible to assess the validity of the
calculations by comparing the conformation-dependent
parts of the calculated and observed chemical shifts, that
is, by comparing 8.,y and O,y Tespectively. The term
o) is given by

conf,exp

0,

contexp = Oexp ~ Oref 3)
Here d,; is an experimentally determined reference value,
which in fact is the experimental counterpart of &,
Ideally, one would like to obtain &, from experimental
data alone. At first glance, the random coil chemical
shift, §,,.,, seems a good candidate. However, 8., only
reflects &, correctly when the chemical shift resulting
from interresidue contributions, 8., =9,. +90,,, + O, aver-
ages to zero for molecules in the random coil state. Other-
wise a correction, 0,,,,, has to be introduced which ac-
counts for the non-zero value of &, in the random coil
state,

0 =9,, — 0

confexp — “exp raco

- 6const (4)

This is the approach that has been used in studies on
chemical shifts in proteins (Case et al., 1994). Osapay and
Case (1994) have indeed found that for proteins particular
values of 8, have to be used for different amino acid
types in order to remove systematic errors. They subse-
quently demonstrated that these variations were due to
residual & effects in the random coil state. Therefore,
we have avoided the use of random coil chemical shifts,
and derived instead the reference chemical shift from the
experimental data by using it as an adjustable parameter,
i.e., for each proton type one simply calculates 9, from

ref

1
aref = H Z 6exp - 6conf (5)

where the sum is over all n protons of a certain type. In
this way a set of reference values is obtained, one for
each proton type. This approach has the added advantage
that 8., thus obtained directly relates to the intrinsic
chemical shift, &,

The quality of the correspondence between calculated
and observed chemical shifts is best expressed in the root-

mean-square deviation, O,
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0= (I/m)(z(écxp - 61'cf - 6conf)z)l/z (6)

where m is the total number of protons involved in the
comparison. Henceforth, we will call the conformation-
dependent chemical shift d_,; and the calculated chemical
shift &,,..
Ring-current shifts

Shifts introduced as a result of ring currents have been
discussed extensively in the literature. The general form
used for these shifts is

5., = iBG(r) (7)

where 1 is the ring-current intensity factor and B is a
constant which has been adjusted empirically such that
the ring-current intensity of benzene is unity. In this way
the ring-current intensity factor, i, of the ring considered
is equal to the ring-current intensity of this ring relative
to that of benzene. G(r) is a geometric factor with r being
the vector connecting the observed nucleus to the ring
that generates the ring current. The two most popular
methods to calculate this factor are those developed by
Johnson and Bovey (1958) and by Haigh and Mallion
(1980). The results generated by the two approaches are
very similar. In the theory of Pullman and collaborators,
the Johnson-Bovey method has been adopted. In this
approach it is assumed that the ring-current shielding
arises from two ring-current loops situated symmetrically
at each side of and parallel to the plane of the aromatic
molecule. If the electrons circulate in loops of radius a,
the geometry factor is given by:
Glp,z =1 1~ p ~2 D
(p) a[1+p +Z]/H< H
D (8)

— 72
o

oy

Here, p and z are the dimensionless cylindrical coordi-
nates relative to the ring center measured in units of a, z,
=z [20) with [Z[being the distance between the loop and
the plane of the aromatic ring, and K and E are complete
elliptic integrals of the first and second kind, respectively.
The argument k is given by:

k=g 5 O)
B SHp)2 +722

We have used in the equations the parameters given by
Ribas-Prado and Giessner-Prettre (1981). The ring-current
loops are then taken to be above and below the aromatic
plane at heights of 0.5770 and 0.5660 A for cytosine/thy-
mine and adenine/guanine, respectively. The radii of the

current loops are 1.3675, 1.3790, 1.3610, 1.1540, 1.3430
and 1.1540 A for cytosine, thymine, guanine-6, guanine-5,
adenine-6, and adenine-5, respectively, with the numbers
5 and 6 indicating the five- and six-membered rings of the
purine bases; the ring current intensities are taken to be
0.2750, 0.1120, 0.3, 0.6350, 0.9 and 0.66 for cytosine,
thymine, guanine-6, guanine-5, adenine-6, and adenine-5,
respectively. The constant B is an empirical parameter
adjusted to a value of 2.13x 107 A, which is such that for
benzene the ring-current shifts of its own protons equal
-1.5 ppm when Z[=0.61 A, and i=1.

Local magnetic anisotropy
The chemical shift of atom B induced by the local
magnetic anisotropy at atom A is given by:

5, = 3% > (3raty — 12845 )(1967R o5 —5.368Qqg) (10)

Here, r is the distance between atoms A and B, and a,3
=X, Y, z. Furthermore, R,; and Q,; are the diamagnetic
and paramagnetic parts, respectively, of the af element
of the magnetic susceptibility tensor of atom A. These
contributions were calculated according to Ribas-Prado
and Giessner-Prettre (1981).

Electric field effect

This effect has been introduced (Giessner-Prettre and
Pullman, 1987) using the expression originally derived by
Buckingham (1960):

5 = AE, + BE? (11)

Here, E, is the projection of the electric field along the X-
H bond at the proton considered. Application of different
computational methods (Buckingham, 1960; Augspurger
and Dijkstra, 1991) indicated that A may vary between
2.5 and 3.0 x 1072 e.s.u.; for nucleic acids the value 2.9 x
10" e.s.u. has been chosen (Giessner-Prettre and Pull-
man, 1987). The value of B=0.74 x 107" e.s.u. was taken
from Giessner-Prettre and Pullman (1987). The electric
field at the proton considered was derived, using Cou-
lomb’s law, as the vector sum of fields eminating from
the electric monopoles (partial charges), q, predicted to be
present at the different atoms:

N
qJJ

_Z4TI£8r (12)

The derivation of this electric field is complicated in two
ways. A reliable calculation of the partial charges is re-
quired and an estimate of the dielectric constant over
molecular distances is needed. To tackle the first problem,
the derivation of the partial charges, we followed the
approach taken in the construction of molecular force
fields. We tried different sets of partial charges, but ulti-



mately we chose the partial charge set of the CHARMm
force field, which is present as a parameter set in XPLOR
(Briinger, 1992). In this set the net charge on the phos-
phate group (PO,) is —0.32 e, which is distributed over the
phosphorus atom (+1.2 e) and the oxygen atoms (—0.36 ¢
for O3' and O5' and —0.4 ¢ for O1 and O2). The choice of
a net partial charge of —0.32 e on the phosphate group
mimics the screening effect by counterion ‘condensation’.
This topic has been the subject of recent studies on the
electrostatic properties of macro-ions, such as proteins or
DNAs, in which modern methods to solve the Poisson—
Boltzmann equation in the presence of a dielectric bound-
ary were used. These Poisson—-Boltzmann calculations
demonstrate that in DNA the fraction of the phosphate
charges neutralized by ‘bound’ counterions is 0.50 to 0.75
(Lamm and Pack, 1990; Pack et al., 1993). Thus, by
choosing a partial charge of —0.32 e on the phosphates,
as done in XPLOR, we do not overestimate the screening
of backbone charges. A second parameter, which is not
directly available in the calculation of the electric field, is
the dielectric constant, €. Following others we used a
distance-dependent dielectric constant, €(r) =4r, where r
is the distance. This approach is often used in molecular
mechanics calculations to mimic solvent effects as well as
counterion screening. In the equation a constant equal to

TABLE 1
DATA USED IN THE CALCULATIONS*
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4 was introduced, because various studies have indicated
that such a value is optimal (see e.g. Orozco et al., 1990;
Kollman (1995) personal communication) and it has been
used in an adaptation of the Weiner force field specifi-
cally designed for modelling nucleic acids (Weiner et al.,
1986; Veal and Wilson, 1991; Kollman (1995) personal
communication). Recent calculations of the variations of
the dielectric constant around DNAs show that moving
from the solvent closer to the DNA surface, the dielectric
constant decreases from a value of 78.5 in bulk water to
40 near the DNA, while inside the minor and major
grooves dielectric constants on the order of 10 to 25 may
be found and within the DNA helix the dielectric con-
stant is on the order of 2 to 10 (Pack et al., 1993; Lamm
and Pack, 1997). We note that in their 'H chemical shift
calculations of proteins Williamson and Asakura (1993)
have simply used a dielectric constant of 20 that is inde-
pendent of distance. They find a rather small electric field
effect. The present calculations on nucleic acids show (see
below) that here the effect of charge (or electric field) on
the "H chemical shift is also small compared to the changes
generated by ring currents and magnetic anisotropy when
the parameter set of XPLOR is used and a distance-de-
pendent dielectric constant is introduced. Consequently,
the calculated chemical shifts depend neither on the exact

Name Sequence

Reference

Double Helix 5'-3' one strand

b

Dickerson CGCGAATTCGCG

CATGCATG CATGCATG Baleja et al., 1990a
GTACGTAC GTACGTAC Baleja et al., 1990a
GTATAATG GTATAATC Schmitz et al., 1992
Hiv AGCTTGCCTTGAG Mujeeb et al., 1992
Hpal GCCGTTAACGGC Kim and Reid, 1992
Lambda TCTATCACCG Baleja et al., 1990b
Hairpins 5'-3'

ATCT CGC-ATCT-GCG Ippel, 1993

CACG CG-CACG-CG Ippel, 1993

CCCG . T-CCCG-A.. Van Dongen et al., 1996
CTAG CG-C*™TAG-CG Pieters et al., 1990
CTCG CG-CTCG-GCG Ippel, 1993

GTTA ATCCTA-GTTA-TAGGAT ¢

T3FA GGATCG-TTT-CGATCC Boulard et al., 1991
T3FX TCTCTC-TTT-GAGAGA Mooren et al., 1994
TTCA CGC-TTCA-GCG Ippel et al. 1993
TTTA ATCCTA-TTTA-TAGGAT Blommers et al., 1991
TTTT ATCCTA-TTTT-TAGGAT Hilbers et al., 1994
Other 5'-3'

Thrombin! GGTTGGTGTGGTTGG Schulze et al., 1994
Cirt4® -CGC-TT-GCG-TT- Ippel et al., 1995

* Crystal structures or NMR structures were either taken from the Brookhaven Databank, or kindly provided by the authors.
® Dickerson and Drew (1981) and Wing et al. (1980): crystal structures from the Brookhaven Databank; NMR resonance. assignments from Hare

et al. (1983).

¢ Van Dongen et al. (1997), see also Hilbers et al. (1994).

¢ Thrombin aptamer.
¢ Circular dumbbell.
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Fig. 1. Correlations between calculated shifts and observed structural shifts for all (2272) non-exchangeable protons. (A) ‘All effects’: calculated
shift using the sum of the ring current, magnetic anisotropy, and electric field terms; the dashed lines run parallel to the diagonal at a distance
of one standard deviation (0.17 ppm). (B) Distribution of the errors between calculated and observed structural shifts (see text); the vertical dashed
lines indicate the standard deviation. (C) ‘Ring-current only’: calculated shift using the ring currents alone. (D) ‘Magnetic anisotropy’: calculated
shift using magnetic anisotropy alone. (E) ‘Charge only’: calculated shift using electric field term alone (see text). For the ring current and magnetic
anisotropy, the parameters given by Ribas Prado and Giessner-Prettre (1981) were used without adjustment; the same applies for the parameters
for the electric field term (see text).
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values of the partial charge nor on the exact value of the
constant governing the distance dependence of the dielec-
tric constant (see below).

Results and Discussion

Assessment of the reliability of the chemical shift calcula-
tions

The nucleic acid molecules used to generate the chemi-
cal shift database are summarized in Table 1. These struc-
tures were available at the start of this project either from
the Brookhaven Databank, or provided by the authors,
or from our own work. In view of the still limited number
of structures available for RNA we chose to restrict the
database to DNA molecules. The set of molecules consid-
ered consists of a number of double helices and hairpins,
the thrombin-binding aptamer, which forms a unimolecu-
lar quadruplex in solution, and a circular dumbbell mol-
ecule. We have used the chemical shifts measured for all
of the non-exchangeable protons of these molecules with-
out making any corrections for differences in measuring
conditions. The shifts were calculated, as described in the
Materials and Methods section, on the basis of the struc-
tures available for the molecules listed in Table 1. When
for a molecule more than one structure was available that
fulfilled the NMR restraints, the average of the shifts
calculated for a particular type of proton for each con-
former was used. Also, for the thymine methyl protons
one average of the shift value was used.

Plotted in Fig. 1A are the observed structural shifts,
the experimental minus the reference shifts (3,,, = 8. as
a function of the calculated chemical shift values, .
The data points scatter around the drawn diagonal line,
which has slope 1; the dashed lines parallel to the diag-
onal represent the standard deviation of the shifts with re-
spect to the diagonal. The horizontal drawn line indicates
zero calculated shift and the vertical dashed line the situ-
ation that the experimental shift equals the reference shift.

In Fig. 1A, the data points strongly overlap and to
obtain a better indication of their distribution all data
were projected in a cross section through the point (0,0)
perpendicular to the diagonal and plotted in the form of
a histogram, see Fig. 1B. We obtain a close to Gaussian
distribution with a standard deviation of 0.17 ppm, which
is indicated in Fig. 1B by the vertical dashed lines. Thus,
a quite narrow distribution is obtained, despite the fact
that on the one hand the experimental shifts, J,,,, were
not corrected for differences in measuring conditions,
such as differences in temperature or salt conditions, and
on the other hand no parameters were optimized to de-
rive the calculated shifts, &,,.. The standard deviation of
0.17 ppm is quite small when compared with the region
covered by the experimental data, i.e. d,, — O, covers a

exp ref

region of approximately 4 ppm (Fig. 1A). In fact, a better
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correspondence between calculated and observed chemical
shifts is obtained than for the H* chemical shifts in pro-
teins, where a standard deviation of approximately 0.25
ppm is found (Williamson and Asakura, 1993; Case et al.,
1994; Williamson et al., 1995). The contributions of the
different terms to the total shift, i.e. the ring current
effect, d,, the magnetic anisotropy effect, d,,, and the
charge effect, &g, are indicated in Figs. 1C, D and E,
respectively. It turns out that on average the contribu-
tions of the ring-current and magnetic anisotropy effects
to the total shift are about the same, while the contribu-
tions of the charge effects are practically negligible. Thus,
in summary: (i) the observed chemical shift variations can
be calculated with good accuracy, 0.17 ppm; (ii) the ob-
served variations are determined by the sum of essentially
two terms, namely the ring-current and magnetic aniso-
tropy terms; and (iii) for these terms no parameter adjust-
ments are required.

Although the correspondence between observed and
calculated shifts is quite good, it is of interest to consider
in more detail some of the outliers in Fig. 1. We first note
that the cloud of data points has a somewhat rounded
form. The largest deviations are found to the left in Fig.
1A. These points have a &, that is too large negative due
to an overestimation of the ring-current effects, as follows
from a comparison of the contributions of the ring cur-
rent, Fig. 1C, and of the magnetic anisotropy, Fig. 1D, to
the total shift. This suggests that the parameter values for
ring currents presently used may be slightly too large.
Alternatively, the rounded form could also partially be a
presentation artefact, originating from the inverse third
power dependence on distance of the ring current and the
magnetic anisotropy. Uncertainties in the distances will
then lead to amplification of large values for 3., and
thus to the observed rounded form. The points deviating
most on the left-hand side almost all concern H2 protons,
for which few NOEs are available, i.e. these are the pro-
tons with the largest uncertainty in their position. Exam-
ination of a number of the outlying H2 chemical shift
data points showed that relatively small adjustments in
the position of the H2s, i.e. on the order of 0.1-0.2 A, are
sufficient to bring the data point back to the diagonal.
Finally, Giessner-Prettre and collaborators have recently
shown that for protons close to a ring the large ring-cur-
rent shifts experienced by these protons may be damped
by a dispersion effect (Giessner-Prettre et al., 1992). Such
an effect becomes important for shifts larger than 1 ppm.
Hence, incorporation of such a term in the present calcu-
lations would reduce the magnitude of the calculated
chemical shift for the H2 protons. At this point it is diffi-
cult to distinguish between these possibilities. However, we
do note that the fact that only small changes in position
are required to bring the H2 proton chemical shift back to
the diagonal has an important practical consequence. It
implies that the error in the chemical shift translates into
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TABLE 2
OVERVIEW OF STRUCTURAL CHEMICAL SHIFT EFFECTS*"
St &, Sy, By,
A G C T A G C T A G C T A G C T
HI' 5.19 5.25 5.48 5.80 1.25 1.0 0.65 045 -0.6 -0.6 -0.3 -0.3 - - - -
(20) (20) (24) (26)
H2' 2.28 2.28 2.28 2.28 0.3 0.3 -0.2 -0.2 - - - - - - - -
27) 27 (27) 27)
H2" 2.47 2.47 2.47 2.47 0.3 0.2 0.1 0.0 - - - - - - - -
(22) (22) (22) (22)
H3' 4.72 4.72 4.72 4.72 0.2 0.2 0.0 0.0 - - - - - - - -
(12) (12) (12) (12)
H4' 4.17 4.17 4.17 4.17 0.1 0.1 0.0 0.0 - - - - - - - -
(22) (22) (22) (22)
HY' 4.02 4.02 4.02 4.02 0.15 0.15 0.0 0.0 - - - - - - - -
(16) (16) (16) (16)
H5" 3.98 3.98 3.98 3.98 0.15 0.15 0.0 0.0 - - - - - - - -
v S 1 e
(200 (23
8.2 .9 b b b b b b b b
Ho6 - - 7.70 7.64 - - - -
27) (23)
7.7 7.5
HS5 - - 6.21 - - - - - - - - - -0.8 -0.8 -0.5 -0.5
© (33)
5.9
HS5 - - - 2.00 - - - - - - - - -0.5 -0.5 -0.3 -0.3
(T (28)
1.8
H2 8.60 - - - - - - - -1.5 -1.0 -0.8 -0.8 - - - -
(30)
8.1

* The structural chemical shift effects (see text, Eq. 13) are: &, shift from own base, glycosidic torsion angle X =240°; d,, shift from 3'-neighboring
base; Oy, shift from 5'-neighboring base; the values given apply to a double helical environment. Reference shift 6, with standard deviation be-
tween parentheses expressed in terms of the last two digits; for the base protons the second value indicates the random coil shift.

® The chemical shifts of the base protons H6 and HS are influenced by both the 5'- and 3'-neighboring bases; to estimate their effect, the sum of &,
and Oy, has been taken, giving for the different base sequence combinations: d,, of Py-N-Py equals 8.3 ppm (N=A), 7.9 ppm (N=G), 7.55 ppm
(N=C), and 7.44 ppm (N=T), so that &y, + &5, equals —0.15-0.2 ppm for N=A, G, C, and T; §,,, of Pu-N-Pu equals 8.05 ppm (N=A), 7.65 ppm
(N=G), 7.25 ppm (N=C), and 7.15 ppm (N=T), so that &, + 85, equals —0.45-0.5 ppm for N=A, G, C, and T: 3,,, of Pu-N-Py equals 8.15 ppm

(N=A), 7.75 ppm (N=G), 7.35 ppm (N=C), and 7.25 ppm (N=T), so that &, + 85, equals —0.35-0.4 ppm for N=A, G, C, and T; §,,, of Pu-N-Py

equals 8.15 ppm (N=A), 7.8 ppm (N=G), 7.42 ppm (N=C), and 7.3 ppm (N=T), so that d,, + &, equals —-0.30-0.35 ppm for N=A, G, C, and T.

ex

a rather small error in the spatial position, reminiscent of
the NOE to distance relationship. On the other hand, on
the right in Fig. 1A the deviations are smaller. As will be
discussed later in more detail in connection with H2'
shifts, these shifts are determined mainly by the magnetic
anisotropy term. This suggests that the parameters for the
magnetic anisotropy term are essentially correct.

As can be seen from Fig. 1E, the contribution from J
is quite small. To calculate the electric field effects we
have used approaches that are popular in molecular mech-
anics and molecular dynamics calculations to mimic sol-
vent effects (Orozco et al., 1990; Veal and Wilson, 1991;
Briinger, 1992; Kollman (1995) personal communication).

Thus, we used the charges provided as a parameter set in
XPLOR, which includes the use of reduced charges on
the phosphate oxygens and application of a distance-
dependent dielectric constant with €(r) =4r to mimic the
solvent (see Materials and Methods). In a rather crude
way the effect is accounted for that over longer distances
the dielectric constant is on average larger, and it affords
incorporation of a screening effect of the charges that
follows from the Boltzmann distribution of the counter-
ions. Although some uncertainty exists as to what are the
best values for the partial charges, and what distance
dependence should be used for the dielectric constant, the
small values of &; as compared to those of &, and J,,



ensure that small variations in the calculated electric field
will not significantly alter the ultimate results for d,,,.. The
charge effects also play a minor role in determining the
H® chemical shifts in proteins (Williamson and Asakura,
1993). In the calculations usually a dielectric constant of
20 is introduced (Williamson and Asakura, 1993). If such
a value had been used in the present calculations, an even
smaller electric field effect would have been found.

In contrast to nucleic acids, the chemical shift of the
H® protons in proteins is mainly determined by the aniso-
tropy of the carbonyl group in the backbone, while the
shift contributions from aromatic rings play a rather
minor role (Williamson and Asakura, 1993). Of course,
this difference in the ring-current contributions in proteins
and nucleic acids arises from the fact that every nucleo-
tide contains an ‘aromatic’ residue, while the abundance
of aromatic rings in proteins is relatively low.

We finally note that magnetic anisotropies of sugar
ring residues and backbone residues have not been in-
cluded in the calculations, in view of the finding by Giess-
ner-Prettre and Pullman (1987) that these anisotropies are
small and do not significantly influence the chemical shifts.

The reference chemical shift was obtained by fitting the
line with slope 1 to the experimental data in a least-squares
approximation according to Eq. 5 (see Materials and
Methods). It turned out to be necessary for the H1' pro-
tons to distinguish between the different nucleotides they
belong to. This is demonstrated in Fig. 2. In Fig. 2A, the
HI1' signals of the four different nucleotides are indicated
by differently colored data points. As can be seen, they
cluster around different lines with slope 1. If for the four
nucleotides these lines are fitted to the data points, differ-
ent reference shifts are found. Subsequent plotting of the
calculated values against the experimental minus the
reference shifts then yields a narrower distribution (see
Fig. 2B). The reference shifts, for H1' as well as for the
other non-exchangeable protons, are summarized in Table
2. For the non-sugar protons the random coil shifts are
also listed. The latter turn out to be equal to or some-
what lower than the values derived for the reference shifts
(with the exception of the results obtained for the adenine-
H2 shifts). This difference between the reference chemical
shift and the random coil values is expected, since in the
random coil state an effect is expected on average to exist
from neighboring residues. Similar findings have been
reported by Osapay and Case for proteins (1994).

Structural origins of the chemical shifts

H?2' resonances

At this stage it is interesting to examine some points
that are shifted away from the central vertical line in Fig.
1A. To this end, we first consider the distribution of the
H2' signals presented in Fig. 3. It is clear that on the one
hand the signals of the pyrimidines and on the other hand
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the signals of the purines strongly cluster. This has also
been observed in an earlier study of a much larger data-
base of chemical shifts (Van de Ven and Hilbers, 1988;
Wijmenga et al., 1993), where it was found that the center
of the shift distribution of the pyrimidines is located at
2.0 ppm and that of the purines at 2.6 ppm, with very
little overlap between them. In Fig. 3 the distributions are
also so neatly separated that in a first approximation they
can even be used for assignment purposes. In the same
study it was found that the positions of H2' signals from
double helices are predominantly determined by the base
of the nucleotide itself. The physical reason for this may be
gleaned from Fig. 4B, where the shift of the H2' signals has
been plotted as a function of the glycosidic x-angle. For
the four different nucleotides the behavior of the H2' res-
onance positions as a function of ¥ is qualitatively similar,
but there are interesting differences. For instance, when X
is around 230°, i.e. in the anti region normally found in B-
type double helices, small shifts, on the order of 0 to 0.3
ppm, are expected but in opposite directions for purines
and pyrimidines. In agreement with this observation, the
H2' resonances cluster at small negative (J,,, — ;) values
for pyrimidines and at small positive (3,,, — &) values for
purines (viz. Figs. 3 and 4B). Thus, the theory provides a
neat qualitative description of the experimental results.
From this statement the resonances below —0.5 and above
+0.5 ppm are excluded; these are discussed below.

A remarkable aspect of the distribution of the H2'
resonances as found here and also earlier in the study by
Van de Ven and Hilbers (1988), is the independence of
the H2' shift of the 3' neighboring base in a double helix
environment. The H2' resonance is positioned rather close
to this base and one would expect an effect on its chemi-
cal shift by the ring current of this base. Careful consider-
ation of the exact position of the H2' residue with respect
to the 3' neighboring base in a regular double helix envi-
ronment shows, however, that although the H2' is close
to the base, it is positioned in the node separating upfield
and downfield shifts. This nicely explains the indepen-
dence of the H2' shift on the 3' neighboring base. It does
suggest that the H2' should be rather sensitive to devi-
ations from regular double helix conformation.

The data points in Fig. 3 which are strongly shifted to
the right-hand side arise from nucleotides with the ade-
nine and guanine bases in a syn orientation. This is in
agreement with the calculations presented in Fig. 4B. The
curves computed for the H2' resonances clearly show that
there is a large increase in chemical shift when the bases
are turned into the region between 60° and 150° (which
largely coincides with the syn and high-syn region; Saenger,
1984). In particular when X is between 60° and 90° a
modest change in the glycosidic angle may introduce
appreciable shifts. Thus, H2' shifts calculated for nucleo-
tides with, for instance, a guanine base in this orientation
may be particularly sensitive to uncertainties in the struc-
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Fig. 2. (A) ‘HI' uncorrected’: correlations between calculated shifts
(‘all effects’, see Fig. 1) and observed shifts for all H1' protons. (B)
‘HI1' corrected’: correlation between calculated shifts (‘all effects’) and
observed structural shifts, i.e. observed shift corrected for differences
in reference shift (see text). The H1' data points are colour coded
according to residue type.

ture. An example is provided by the H2' resonance of
G10 of the thrombin aptamer studied by Feigon and
collaborators (Schulze et al., 1994); the theoretical/em-
pirical correlation corresponding with this resonance is
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Fig. 3. Correlations between calculated shifts (‘all effects’, see Fig. 1)
and observed structural shifts for all H2' protons. The H2' data points
are colour coded according to residue type. The dashed lines run
parallel to and at one standard deviation from the diagonal. For a
number of outlying data points their origin in the structure data set
is indicated (see text).

outside the region enclosed by the two standard deviation
lines (see Fig. 3). The data point corresponds with the
average chemical shift of a set of structures which fulfil
the NMR restraints. Figure 4B shows that turning the X-
angle corresponding with the average chemical shift (x =
70°) by 20°, to the angle found for the structure with the
lowest energy state (Schulze et al., 1994), would shift the
data point to the expected value on the diagonal. The
chemical shift distribution obtained from the set of avail-
able structures for other guanine bases with a syn orien-
tation, e.g. G5 and G14, is narrow and falls within the
region encircled around the corresponding correlation
points (Fig. 3). Consideration of other points at the right-
hand side of Fig. 3, deviating significantly from the
expected values, shows that similar uncertainties, as for
G10 in the thrombin aptamer, are present in the corre-
sponding structures.

We now turn to the left-hand side of Fig. 3, where the
pyrimidine H2' resonances are clustered. The H2' reson-
ance of residue C7 of the circular dumbbell molecule
studied by Altona and collaborators (Ippel et al., 1992,
1995) is located entirely outside the region confined by
the standard deviation lines. Its experimental shift is
strongly shifted to the left, indicating that it feels a strong
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Fig. 4. Calculated shifts (‘all effects, see Fig. 1) as a function of the
glycosidic torsion angle X for a mononucleotide with the sugar ring in
an S-puckered state; the mononucleotide was taken from the Dicker-
son dodecamer. (A) Calculated shifts of the HI' protons. (B) Calcu-
lated shifts of the H2' protons. (C) Calculated shifts of the H4' pro-
tons. The curves are colour coded according to residue type.
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Fig. 5. Correlations between calculated shifts (‘all effects’, see Fig. 1)
and observed structural shifts for all H4' protons. The H4' data points
are colour coded according to residue type. The dashed lines running
parallel to the diagonal lie at one standard deviation. For a number
of outlying data points their origin in the structure data set is indi-
cated (see text).

downfield ring-current shift. On the other hand, the cal-
culated value is close to zero, which is expected in a reg-
ular helical environment, where the ring-current effects
from neighboring residues are small. In the model used
for the calculation, residue C7 is indeed stacked in a
regular fashion in-between two guanine residues. In other
words, the 3'-neighboring guanine is positioned as in a
regular double helix. The present chemical shift calcula-
tions, however, show that this cannot be correct. In this
circular dumbbell molecule the helical stem is extremely
short and in fact consists only of one GC base pair, namely
G2+C7. It is capped on one side by a 5'-CTTG- loop and
on the other side by a 5'-GTTC- loop. In the former loop
a regular C*G base pair is formed, whereas in the latter
loop the G+C pair is non-canonical part of the time, with
the C residue in a syn orientation. Thus, this irregular
base pair may, as discussed before for the H2' resonances,
easily lead to significant upfield shifts. In fact, the chemi-
cal shift calculations show that a modification of the
structural model is required; in this case the chemical
shifts can be used as constraints to refine the model.
The two resonances in Fig. 3, designated ‘Dickerson
C3’, arise from the so-called double helical Dickerson do-
decamer (Wing et al., 1980; Dickerson and Drew, 1981).
This double helix is formed by selfcomplementary strands
and is therefore expected to have a twofold axis of sym-
metry. Indeed, as can be derived from the NMR spec-
trum, the solution structure conforms to this symmetry.
Apparently the X-ray structure (due to crystal forces)
does not, because the calculated resonance positions of
the two symmetry-related C3-H2' protons do not coin-
cide. These differences between the solution and the crys-
tal structure — the latter has been used for the derivation
of the theoretical resonance positions — may well shift the
calculated resonance positions outside the region confined
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by the standard deviations. Examination of the other data
points outside this region indicates that uncertainties in
the structure used to compute their location in Fig. 3 may
explain the deviation from the expected values.

H4' resonances

In contrast to the H2' resonances, the positions of the
H4' resonances are very modestly influenced by their own
base (Fig. 5). In double helices, the same applies also to
the neighboring nucleotides. This observation is directly
understood when considering Fig. 4C, where the calcu-
lated shifts are plotted as a function of the glycosidic
angle, X, for the four different nucleotides. The shifts
show only a slight dependence on X. The H4' positions of
adenine and guanine are affected most and this is reflected
in the plot of &, versus (8, ~ 8, (Fig. 4C). The correla-
tions from the pyrimidines cluster around the (0,0)-co-
ordinate and those from the purines are shifted somewhat
to the right, as expected. We can only reconcile the loca-
tion of the data point in the right-most position, arising
from the conserved HIV-1 sequence (see Table 1), if the
corresponding resonance has been misassigned or a typo-
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graphical error has crept into the presentation of its res-
onance position (Schmitz et al., 1992). The data points
shifted out further to the left all arise from residues lo-
cated in loop regions and/or sharp turns, where neigh-
boring bases induce large ring-current shifts (see Table 1).
Here the positions of the points falling outside the region
enclosed by the standard deviation lines can also be un-
derstood if the uncertainties of the structures used for the
determination of §. are taken into account. Thus, for
the hairpin with the -GTTA- loop the H4' signals of its
thymine residues are, based on the structures fulfilling the
NMR restraints, predicted to scatter between the bound-
aries of the indicated bars. In this hairpin the T8 residue
is situated above the sheared GeA pair formed in the
loop, with the thymine base stacking on this base pair.
The large downfield shift of the H4' resonance, which
corresponds with the large negative (3,,, — 8, value of
this proton in Fig. 5, arises from the large ring-current
shift generated by the G*A base pair. In the determina-
tion of the hairpin loop structure, the hydrogen bonds
formed between the G and A bases were not used as
constraints, resulting in some uncertainty in the position-
ing of the bases with respect to one another and thus in
the uncertainty of the predicted T8 H4' position. Similar
explanations are applicable to other strongly deviating
correlations. The most interesting aspect is that the down-
field shifted H4' resonances are to a large extent situated
on the 5'-side of the sharp turn observed in all DNA
hairpins, i.e. on the 3'-side of the loop.

HI' resonances

The shifts of the H1' protons of mononucleotides,
calculated as a function of the orientation (X-angle) of the
four different bases, are presented in Fig. 4A. The shift
profiles are qualitatively similar. The highest shifts are
found between 210° and 270°, i.e. for the bases in the anti
orientation, and may amount up to 1 ppm for the purine
residues. These shift patterns are reflected in Fig. 2B,
where most data points are found at the right-hand side
of the vertical dashed line with the purine resonances
exhibiting the largest shifts. These intranucleotide shifts
are modulated by the ring currents of the bases of the 3'-
neighboring residues. This is demonstrated in Fig. 6A,
where the theoretical/empirical correlations for H1' of
guanine have been plotted. As expected, the purine neigh-
bors cause the largest shifts to the left; when a 3'-neighbor
is missing the data points (crosses) scatter around the
coordinates (1,1). It is noted in passing that this informa-
tion could also be obtained from a one-dimensional plot
in which the influence of the neighboring nucleotides on
the positions of the guanine H1' resonances is considered.
The point to make here, however, is that this distribution
is correctly predicted by the theoretical calculations. A
similar plot, but now reflecting the possible influence of
S'-neighbors on the H1' resonance positions of guanine, is

presented in Fig. 6B. As can be seen there is no correla-
tion, experimentally nor theoretically, between the HI'
resonance position and the identity of the 5'-neighbor,
indicating that a possible influence is negligible and again
supporting the value of the theoretical calculations.

Base protons

The calculated chemical shifts of the base protons, H8
of purines and H6 of pyrimidines, correlate quite well
with the experimental chemical shifts. We find that in a
double helical environment these shifts depend on both
the 5'-neighboring and the 3'-neighboring bases, similar to
what has been found by Van de Ven and Hilbers (1988)
with a larger database. We observe, as they did, that one
can distinguish between Pu-N-Pu and Py-N-Py profiles,
which have averaged downfield shifts with respect to &,
of 0.4-0.5 ppm and 0.15-0.2 ppm, respectively, while for
Pu-N-Py and Py-N-Pu intermediate values are found. On
the other hand, both the HS protons of cytosine and the
methyl protons of thymine depend quite distinctly on the
S'-neighboring base. For cytosine HS protons one finds
on average a downfield shift of approximately 0.5 ppm
for a 3'-Py neighbor and a downfield shift of 0.8 ppm for
a 5'-Pu neighbor. For the methyl protons the distributions
overlap somewhat. The average downfield shifts are ap-
proximately 0.25 and 0.5 ppm for the 5'-Py and 5'-Pu
neighbors, respectively. These shifts can quite nicely be
understood if one considers the stacking patterns in a
regular double helix. The HS and the methyl protons of
the Py are positioned above the plane of the 5'-neighbor,
in contrast to the H6 and HS8 protons, which are posi-
tioned in such a way that they feel the effect of both the
3'-neighboring as well as the 5'-neighboring base. Finally,
in a regular helix the H2 protons are positioned above the
plane of the 3'-neighbor, and indeed a 3'-neighbor effect
is experimentally observed. We note that, as for the H2
protons, also for the H5 and methyl protons for the larger
observed shift deviations the calculated shift is overesti-
mated, an effect that mainly stems from the ring-current
contribution. This again suggests that the unadjusted
ring-current strengths used here are somewhat too large.

Summary of structure dependencies

In summary, for all sugar protons the chemical shift is
mostly affected by their own base. The effect decreases in
magnitude going from H1', H2', and H2” via H3' to H4'
and H5' and H5” (see Fig. 4). Furthermore, in a double
helix sequential effects are essentially absent for all sugar
protons, except for H1'. For the latter it is the 3'-neigh-
boring base that exerts the most influence. Furthermore,
the X-angle dependence is the strongest for H2' resonances
(when the sugar is in an S-type conformation). An upfield
shift always corresponds to a X-syn torsion angle.

The most important dependencies of the shifts of the
different non-exchangeable protons in a nucleotide on



their surroundings can be summarized via an estimated
chemical shift, &,,, which for each proton is split in a

est>

number of terms according to

0. = O

et + O + Oy, + Oy, (13)
Here, 0, is the reference chemical shift discussed earlier.
The term &, is the chemical shift effect induced by the
own base when the x-angle is around 240°. We have
taken this value from the X-angle dependencies of .,
where only the effect of the own base is calculated (see
for example Fig. 4). The terms 9d,, and s, represent the
chemical shifts induced by the 3'- or 5'-neighboring base,
respectively. Their values are estimated from the offset of
., ~ O,y — &, from zero for each type of neighbor, using
8., versus O, — O, plots such as the one shown in Fig. 6.
The values for all these terms are summarized in Table 2.
Thus, given these values, d,, can easily be calculated. For
example, the estimated chemical shift for an H2' proton of
a G residue in a double helix is 8., =2.28 +0.3 =2.58 ppm,
while the H1' of this residue when having a 3'-cytosine
neighbor will have §,, =5.25+1.0-0.3=5.95 ppm. Thus,
Table 2, together with the equation for o, serves as a fast
guide to estimate the proton chemical shifts in a double
helical environment. It is emphasized here that the terms
Oy, Oy, and Oy, are only valid for double helical structures.
As we have seen, neighboring nucleotides may have very
strong effects on the resonance positions of the protons of
the considered nucleotide when involved in sharp turns or
otherwise aberrant conformations. Thus, Table 2 may also
serve as a fast guide to trace the origin of unusual shifts.
An interesting spin-off of Table 2 is that it is possible
to perform sequential assignments, using chemical shifts
alone, via the following protocol.
(1) From COSY or TOCSY experiments, establish that
the sugar protons H1', H2', H2" and H3' belong to one
and the same residue.
(2) Since the chemical shift values of H2', H2", and H3'
depend on their own base alone (see Table 2), it can be
established that a sugar moiety is either attached to a
purine (R) or to a pyrimidine (Y).
(3) Using the H1' resonance positions, it can subsequently
be established that the sugar residue has either a purine
or a pyrimidine on the 3'-side or no 3'-neighbor, i.e. it can
be established that a sugar moiety is a part of one of the
following doublets, 5'YY, 5S'YR, 5'RY, 5'RR, 5'R- or 5'Y-.
(4) Given the possibility to connect the sugar moiety
resonances to the resonances of their own base, one can
subsequently use the 5'-dependence of H5 and/or T(CHj;)
resonances to further specify the surroundings for the
pyrimidine sequences, YY, YR, and Y-, i.e. one can dis-
criminate between YYY, RYY, YYR, RYR, -YY, and -
YR. Thus, one can distinguish between the following
triplets, YYY, RYY, YYR, RYR, (Y/R/-)RY, and (Y/R/-)
RR. With this knowledge available, the sequential assign-
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ment becomes rather simple. As an example we consider
the GTTA-hairpin, which has the sequence 5'-ATCCTA-
GTTA-TAGGAT (Van Dongen et al., 1997). The follow-
ing triplets are present: -RY, RYY, YYY, YYY, YYR,
YRR, ..., RYR, YRR, RRR, RRR, RRY, and RY-.
Thus, in terms of distinguishable sequences as outlined
above we have: one RYY sequence (can be placed unam-
biguously); two YYY (thus, two positions possible, but
each of them lies next to a triplet that can be placed
unambiguously; hence each can in fact be placed unam-
biguously); one YYR (can be placed unambiguously); five
(Y/R/-)RR (the two triplets that contain a Y are next to
a triplet that can be placed directly, and the two others
are next to an already indirectly placed RRY or YRR
triplet); one RYR (can be directly placed); one RRY (can
be directly placed); one RY- (can be directly placed).
Thus, five triplets can be assigned directly; the triplets
(YYY) can be placed in two positions and the (Y/R/-)RR
triplets can be placed in five possible positions based on
chemical shift data alone, but here one sequential contact
allows each of them to be placed uniquely in the sequence,
since each borders an already positioned triplet. This dem-
onstrates that on the basis of these simple rules, which are
derived from chemical shift distributions, and which have
a good foundation in theory, sequential assignment can be
made rather simply on the basis of the resonance positions
together with a limited number of sequential contacts.

Conclusions

The presented 'H chemical shift calculations of DNAs
show a good correlation between the measured and pre-
dicted chemical shifts (standard deviation 0.17 ppm). The
approach used in this paper differs from that used for
proteins by Williamson and Asakura (1993) and by Osa-
pay and Case (1991,1994) in that it is tacitly assumed that
the theory used to predict the shifts is essentially correct.
In the Williamson/Asakura and Osapay/Case approach all
parameters were obtained by adjusting the calculated to
the experimentally determined shifts. In the present paper
the only fitting performed is that in which the 8, values
are derived. In view of the uncertainties in the available
structures this seemed like the best starting point at the
time and the good correlation between calculated and
experimental shifts supports this view. It may be, how-
ever, that in future attempts incorporation of more statis-
tical elements, as used in the protein studies, may lead to
improved results. In relation to these remarks it should be
mentioned that in the recent studies (Williamson and
Asakura, 1993; Case, 1995) ring-current intensity factors
have been obtained that differ from, i.e. are higher than,
those introduced by Giessner-Prettre and Pullman (1987).
A reason could be that Giessner-Prettre and Pullman
separately account for local anisotropy effects in the
rings. This has not been done in the recent studies and



350

therefore there the introduction of larger ring-current
intensity factors is required.

In the previous sections we examined a number of
representative examples of theoretical/experimental shift
correlations which deviate significantly from the expected
values. It turned out that in the majority of cases these
effects arise from uncertainties in the structures used to
derive the theoretical shifts or from structures for which
we had reasons to assume that they deviate (to some
extent) from that really present in solution. We expect that
in these cases the shift calculations are sufficiently reliable
that they may be used to improve or refine currently avail-
able structures. Incorporation of chemical shift constraints
into XPLOR is underway to investigate these aspects.

The computer program that performs the chemical
shift calculations (NUCHEMICY) is available on request
from the authors.
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